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00 Arithmetic (few-shot) G PT3
—e— Two Digit Addition
Two Digit Subtraction (Brown et al . 20201 22 )
80 +— Three Digit Addition
—e— Three Digit Subtraction
—e— Four Digit Addition
60 —e— Four Digit Subtraction
§ Five Digit Addition
é —s— Five Digit Subtraction
& Two Digit Multiplication
40 —e— Single Digit Three Ops
20 /
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No. Template Accuracy
1 Let’s think step by step. 78.7 (KOJ|ma et al 2022’ 8 )
2 First, (*1) 77.3
3 Let’s think about this logically. 74.5
4 Let’s solve this problem by splitting it into steps. (*2) 72.2
5 Let’s be realistic and think step by step. 70.8
6 Let’s think like a detective step by step. 70.3
7 Let’s think 57.5
8 Before we dive into the answer, 55.7
9 The answer is after the proof. 45.7
- (Zero-shot) 17.7
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